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Abstract

The early detection and accurate diagnosis of glaucoma are critical
for preventing vision loss. This study investigated the effect of image
enhancement using the Incomplete Beta Function (IBF) method optimized
by the Chornobyl Disaster Optimizer (CDO) algorithm on detecting
glaucoma through retinal images. It aimed to enhance retinal image quality
and evaluate the impact of these enhancements on the performance of
convolutional neural networks (CNNSs) for glaucoma detection. The study
involved several key steps: applying the IBF method to improve image
contrast and clarity, integrating the CDO algorithm to optimize IBF
parameters, and training CNN models on original and enhanced images.
The optimal values for the IBF parameters were determined to be a = 0.8
and B = 0.6, which resulted in significant improvements in image quality.
The enhanced images exhibited substantial improvements in quantitative
metrics such as Mean Squared Error (MSE) (0.020), Structural Similarity
Index Method (SSIM) (0.950), Peak Signal-to-Noise Ratio (PSNR) (40.0),
and entropy (7.5), indicating superior image quality. These enhancements
represented a considerable percentage improvement over the original

images. CNN models, including ResNet50, VGG16, and InceptionV3, were



evaluated for their performance in detecting glaucoma. Models trained on
enhanced images demonstrated substantially improved accuracy, precision,
recall, and F1 scores compared to those trained on original images.
Specifically, the ResNet50 model achieved the highest accuracy of 90.50%
with enhanced images, compared to 81.00% with original images,
highlighting the effectiveness of image enhancement in improving the
diagnostic accuracy of deep learning models. The best metrics values
achieved by ResNet50 with optimized hyperparameters were as follows:
F1-score (0.90), recall (0.99), accuracy (90.50%), and precision (0.99). The
dataset used for this study was the 'Eye Diseases Classification' dataset
from Kaggle, consisting of 1,000 retinal images equally divided between
normal and glaucoma cases. This dataset provided a robust basis for
evaluating the impact of image enhancement on CNN performance. The
study concludes that integrating IBF and CDO significantly enhances
retinal images, providing a robust basis for training CNN models and
improving their performance in glaucoma detection. The results align with
recent literature emphasizing the importance of advanced image-processing
techniques in medical diagnostics. Recommendations for clinical
implementation, future research on optimization algorithms, real-time
processing, and broader applications to other ophthalmic diseases are
discussed to enhance diagnostic tools and improve patient outcomes in
ophthalmology.
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