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Abstract

Social communication has become very important in our lives, as it
allows people to communicate with each other and share their feelings.
However, it is misused by some individuals for the purposes of
cyberbullying or using abusive language. Detecting offensive language in
Arabic social media faces significant challenges due to the complex nature
of the Arabic text, including the diversity of dialects. This creates
difficulties in accurately identifying offensive content, necessitating the
development of robust automated detection systems based on machine
learning to mitigate the negative effects of digital toxins and promote safer
online dialogue.

This study investigates the application of machine learning
techniques combined with Five Phases Algorithm (FPA) for feature

selection in detecting offensive Arabic content on social media. The main



aim of this study is to answer important question related to the formulation
of a cost-sensitive function to achieve a balance between false positives and
false negatives, and their impact on classifier performance and feature
reduction. The impact of feature selection based on the FPA was evaluated
by experimenting on different expressions of an optimal cost-sensitive
function and testing classifiers such as Support Vector Randomization
(SVM), Random Forest (RF), Decision Tree (DT), and Logistic Regression
(LR). The dataset “ArCybC” consisting of 4,505 tweets was used in
experiments to evaluate the performance of machine learning models.

Experimental results showed that utilizing FPA improves the
performance of machine learning models, especially in recall rate and F1-
score. Specificaly, the SVM and RF classifiers showed improved accuracy
and recall when using FPA, while DT showed improved recall despite a
compromise in accuracy. The study highlights the important role of the
FPA in refining feature selection that enhances the ability of classifiers to
accurately detect offensive content.
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