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Abstract

Malicious software is a program that is designed to penetrate or
damage a computer system without the consent of the owner, and have
become a major threat to the security of systems and networks. The
exponential growth in data volume and feature dimensionality poses
challenges in machine learning (ML) and various fields, resulting in
reduced classification accuracy and heightened computational costs.
Feature selection is a crucial preprocessing step which addresses these
challenges by eliminating irrelevant, redundant, and less informative
features that may adversely impact classifier performance. This study
introduces an enhanced Whale optimization algorithm (EWOA) by
utilizing Opposite-Based Learning (OBL) and proposing a new search
mechanism that is aiming to improve classification accuracy, feature

selection, and overall malware detection model efficiency. The WOA



serves as a metaheuristic general-purpose algorithm designed for solving
continuous search problems. In contrast to the traditional WOA, the
proposed EWOA is more capable to avoid falling in local optima and
provides an improved search mechanism that includes mutation and
neighborhood search strategies to enhance search capabilities. Furthermore,
EWOA enhances population diversity using OBL technique. Performance
evaluations on the CIC-MalMem-2022 dataset were conducted. In order to
confirm the effectiveness of the proposed method, we compared the
average number of features, efficiency, fitness value, accuracy, and
statistical tests among the following optimization algorithms: Gray Wolf
optimization algorithm (GOA), Genetic optimization algorithm (GA),
Particle swarm optimization (PSO), Artificial Lion optimization (ALO),
Butterfly optimization algorithm (BOA), and Slime Mould algorithm
(SMA). The experimental results have confirmed the dominance of EWOA
over the other optimization algorithms, based on 30 runs, in different
aspects, such as accuracy (0.99987%), fitness value (0.00084511%), and

feature selection (average of 3.97 features).



CRASY G Bl lad) da) i Asiandll cigald) dajlsid Guaall 3 gadl
Tl gl
dac)
i JUeS e
i)

Jisaan gl S8

adlal)

Cinsaly clllall Adblga )50 4D Sl igaaall alas 317AY dasnan galy (o8 Blall el
el Alaaly Gl aaa 8 Bl el (s lSadlly Aadal) e Das 1aags I
Calsall salyyy Cavaill A8y (mleas) 1) a% Lee e laal) Calitey Y alaill 3 cilaas
o calanill 038 allad g Apedl) dadbedd) 3 danls 5k Sl L) ey Al

el o Gl iy 8 Ay asald) JaV15 5 ,Sials dlall <y e clyaall A1) DA

alasin) PIA (e (EWOA) dissaall chgall Gaun Gua) jlsa dushall o3 i Catuadl)
Cayiaill 382 (puend ) Cangd s Gamy 4401 #15ls (OBL) (Sal) e 2306l alail
Ol Aga))lsa s ale JS5 3)lall mabll o CRlSl #asai 3o UiS ) Cliall LA

Gl COIKEe Jal daaas  Metaheuristiciale (alel culd dua) lea dliay Gliall



sl cuiad e 5y ST da il EWOA (8 i)l WOA e (il e, jaisdl
Dlsally cbiball e Gl cliailiul Gl A Sing Bl a5y Adaall Jolal) 8

G ol sl a5 e EWOA Jexi cdlld e sdle. Canl iy il
CIC-clily de sane o #1aY) cilapi el)a) &5 OBL. 4 ol 400555 Als sl
Cljaall dac Jasigia 45jliay Liad da pital) 44yl dlled aSB Jaf (WMalMem-2022.
P Cpaal) Glaaylsa (g Adlan i) ClyLaal s A8alls duall) ALl 4 30 LSy

G (el ¢ (GA) i) (paaill 3305158 ¢« (GOA) galapll il (pasnts A3a) )15

¢ (BOA)LINA (ppunt A3a) lsis ¢« (ALO) oo lilaa¥) 2 (s ¢ (PSO)cilapusal)
Aam 43a3 30 o el Azl Y ane ST (SMA). go5al) Call A ylsd g
dagds ¢(0.99987%) il Jie cAdlide cuilsn 8 (A Creadll Gl yla JcEWOA

(8320 397 Lassia) ciiuall Ll (00008451 1%) diadl 28L0)



