Ly ad) Aallly o Ldial) Jalat 3 gad 35US Cppaal Y alail] GRS a)adia

e
digdle Gl gi (M
il

JUAS LV LWy JJ:\SJS\

uadlall

el gel )l e at (Al el pll g lddaill pa agaall LIS a5 63 Al 6 ) 8
Clapdaill a3 Jia g 4 5:Siall A0l YA (e 38 g g diime plai Cilga s Jsa (pediinuall
G Sy patl el da Jall Cialil Clandaill s Cua ol i) 5 g Gud ¢ S 5
oyt i e alaie YU 4 jell 4l 8 il jeliad) dolas Jlas 8 &ilayY)
CAS 55 ae by Gpae geiie ol 5odd 1Al SLASH 8 Cpendiiall ae Ll 358 sl bl

eV eda e alaie YU agiladic ol £l

el Jalas Jlae 8 4yl 4adl) aladin) ae ciliiall g cilbaall (e Sl sl aal
Al8 5 ) Aali ey la iy leilallhias 8 sdbaall dy jall aslll Aanda Cilhaasll ol (1
Jlaall 138 8 Lealasiind ¢Saall (e )l 501 55 8 siall aleadll

Cile sana e Leinbais Lee Ll oy U Jal el (e 4880 5 aleld 5 ya3 2085 Al ) 038
anlll Jiaw (o8 Lo sad jellall dalad 8 LeieliS a8 ) 5 Gpuaail 3 8 giall 4y il SUL)
Lee L) Cangy Al i) Jal el e (5 ging ale 23 503w (33 5k e clld i ey ol
A5 ) et ey ULl Saeaty Jal el oda Ta elbiall Jolas Jlae 8
La jagads Lilic Laa ge al Wil ail) dpdad e Slaie YU clild) ac ) g8 a1 )l ghaa
At Wl jaall (adatul g o yill < sal s pall Cajal LS e el JA

Lt s Bk DU aladinly @l 5 L ) S5 A 5 Le ) 5 Aliaall 5 4alS)l Gailiad



(TF) JalS Calal) 3 L 1 S5 Gy 4wl (5 padlaial ]

i b L) S5 ade 5y (prme a8 Ll S iy 4l )55 padlaind 2
. (TF-IDF)_A!

dn s ol Al a1 Ciiaal) alaal L) S5 Ry 4l ()5 Gadlaial 3
. (TF-IDF-CF)

Cd""ts}“’utfﬂ‘ﬁ m\_mj\ k_ﬁ\_\\_d\uumﬁ&"_ﬁ:m‘)‘)\}; e\.l;lw\ C\)ﬁ\ L.;\ u.lg_a M\J.‘\S\ 538
Jee 5 lia ) )l sl oda u&;wj@ﬁ\w\gﬁw\d#d@g@b oeleS g
D SUS A gan o) Bae e 4d laall da i 38 ¢ L 4d Hlaa

Gkl e Lgialeis KNN, SVM, DT,NB 4l cilse 3 ) sall s 43 6l 5.1
axgill iS5 ¢« (TF, TF-1DF, TF-IDF-CF) : (o 5 oailadll (adainy 4530
. TF-IDF-CF 2 SVM e )53 alasinly Juad)

c0baad Jans <5 KNN, SVM, DT,NB 4l cibua 3l sall oy 438l o3 2
s Il a5 Gl e Uiyl Uik s 4silall Gl 3 ) sadl clalane e
(seed) sl Jales sy Jud¥) anill <S5 ¢ (TF, TF-IDF, TF-IDF-CF)
. TF-IDF-CF ao DT du)lsal

aaqiill il 5 «Boosting sBagging s Stacking 4dull i 3l &l ks 23 3
. TF-IDF-CF = bagging J & )5 aladiul Juadyl

il CulS 5 ¢ ranll agadan ae e ) )l 53 ed Bub (e 4Rl Gaikai 5 4
TF-IDF-CF 2235w DT sl KNN ge SVM Jl a3l 53 geed JuadY)



Using of Machine Learning Techniques for Improving Efficient

Arabic Sentiment Analysis Model.
Prepared by:

Sally Nawwaf Alawneh

Supervised by:

Dr.Mohammad Othman Nassar

Abstract

Recently many popular web applications have been developed such as
Facebook, Twitter and Instagram which express the feelings of users and
their views on a particular topic available on the World Wide Web.
Because of that researchers have developed much in the field of Opinion
Mining specifically in Arabic; based on Machine Learning Techniques.
This can help the customers make purchase decision and help businesses

to improve the quality of products depend on users views.

For the Arabic language; there are some challenges facing researchers in

this area, which are divided into two types: the first type is related to the



complex nature of the Arabic language, and the other is related to the

resources and tools used and the difficulty of providing them.

This thesis provides comprehensive overview about the stages that must
be applied on the available datasets to improve the effectiveness of
Arabic sentiment analysis process by providing general framework that
summarizes the main stages needed to be followed in Arabic sentiment
analysis process. The main stages needed to be followed starts by
preparing the dataset; preprocessing and feature extraction by using
Vector Space Model to improve the effectiveness of Arabic sentiment
analysis process, the following feature extraction methods: TF, TFIDF
and TFIDFCF was used. Finally; testing and evaluating the model using

machine learning techniques.

This thesis aims to compare Machine Learning methods to improve the
effectiveness of Arabic sentiment analysis process. We divide the work

into four main stages:

In the first stage we compared between the following Machine Learning
methods: K-Nearest Neighbor (KNN), Decision Tree (DT), Naive Bayes
(NB) and Support Vector Machine (SVM).The comparison was based on

using default parameters for each Machine Learning method; this



comparison was also conducted over three levels using the following
proposed feature extraction methods: TF, TFIDF and TFIDFCF. We find
that the best algorithm is Support Vector Machine (SVM) with TFIDFCF

model.

In the second stage we manipulated the parameter's that can be used for
each learning technique; we changed the default parameters to get better
results; we get the best results when the seed parameter in decision tree

(DT) classifier is modified with TFIDFCF model.

In the third stage; we used the available Ensemble learning models
available in weka that combine more than one Machine Learning
Technique such as Bagging, Boosting and Stacking; our results shows
that those methods can enhance performance; the best one of them was

the Bagging method which gives the highest results.

In the fourth stage; we suggested new combinations for the Machine
Learning method to get enhanced results by using our own proposed
Hybrid models; our results shows that we can enhance performance; we
find the best technique was to join SVM with NB or KNN classifiers

based on TFIDF model.






