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Abstract:

Usage of Digital images applications have become one of the most used
applications these days. It is increased rapidly and developers are working
continuously to improve them by adding new features to make them easier
to use and more user friendly. One of the most required features in those
applications is smile detection.

Searching literature and researches about digital smile detection revealed
a lot of methods. However, none of these applies angles based approach to
detect smile in images using machine learning software.

This research is devoted to detect smile in pictures passing through

stepwise stages. first stage use Flandmark algorithm used to detect human
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faces in pictures, followed by detecting human lips by using the same
algorithm.

In the second stage, lips landmarks are determined and used to draw lines
and generate five angles for the lips. Those angles are used create new
parameter dataset that’s will be the first of its kind. The third stage has three
separated levels; according to the number of angles to be used, level one uses
two angles (horizontal angles) with/without the distance between points. In
the second level, three angles were used also with/without the distance
between points, and finally we will work with five angles in the third level.

At the third stage, we create the new dataset from the previous angles by
changing it to parameters form with (. arff) file type. At the fourth stage, we
divide our method into many probabilities to determine the best probability
to detect the smile; these probabilities depend on the number of parameter
that used in each experiment: Using angl _ang2 and the two distances, using
angl ang3 and the two distances, using ang2_ang4 and the two distances,
using ang3_ang4 ang5 and the distances, using all angles and the distances,
and finally; Using all angles without distances.

all probabilities are tested three times, the first and the second will be
tested by cross validation method using many Weka classifiers with
modifications and without modifications on classifiers properties, And the

third one by using training/testing method with properties modifications.
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In this research, nine classifiers were used: Bayes Net, Naive Bayes,
SMO, IBK, Decision Table, BF Tree, J48, Random Tree, and Rep Tree. The
number of experiments reached to 594 to include all factors that can affect
the results and accuracy of the research.

The results that we get indicates that our proposed method is more
efficient than 2DPCA, Adaboost, PCA and Shan et al., and give us 100%
accuracy when using IBK and Random tree classifiers with training/testing
method with any combination of angles. Also we found that SMO classifier
in most cases can detect all non-smiley faces in the dataset so it’s the best
classifier to be used to detect non-smile faces but cannot detect any smiley

face.
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